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Abstract

When sensory inputs are presented serially, response amplitudes to stimulus repetitions generally decrease as a function of
presentation rate, diminishing rapidly as inter-stimulus intervals (ISIs) fall below 1 s. This ‘adaptation’ is believed to represent
mechanisms by which sensory systems reduce responsivity to consistent environmental inputs, freeing resources to respond to
potentially more relevant inputs. While auditory adaptation functions have been relatively well characterized, considerably less
is known about visual adaptation in humans. Here, high-density visual-evoked potentials (VEPs) were recorded while two para-
digms were used to interrogate visual adaptation. The first presented stimulus pairs with varying ISIs, comparing VEP ampli-
tude to the second stimulus with that of the first (paired-presentation). The second involved blocks of stimulation (N = 100) at
various ISIs and comparison of VEP amplitude between blocks of differing ISIs (block-presentation). Robust VEP modulations
were evident as a function of presentation rate in the block-paradigm, with strongest modulations in the 130–150 ms and 160–
180 ms visual processing phases. In paired-presentations, with ISIs of just 200–300 ms, an enhancement of VEP was evident
when comparing S2 with S1, with no significant effect of presentation rate. Importantly, in block-presentations, adaptation
effects were statistically robust at the individual participant level. These data suggest that a more taxing block-presentation par-
adigm is better suited to engage visual adaptation mechanisms than a paired-presentation design. The increased sensitivity of
the visual processing metric obtained in the block-paradigm has implications for the examination of visual processing deficits in
clinical populations.

Introduction

Adaptation of neural responses to invariant or repetitive environ-
mental inputs is a fundamental property of sensory processing,
believed to represent a mechanism by which sensory systems attenu-
ate representational redundancy (M€uller et al., 1999; Wissig &
Kohn, 2012; Cattan et al., 2014). Adaptation typically manifests as
a rapid attenuation of neural responsiveness, providing a good met-
ric of short-term neural plasticity. The hypothesized reduction in
representational redundancy likely serves to enhance the brain’s abil-
ity to detect more relevant novel environmental changes. Visual
adaptation can be examined by comparing changes in the amplitude
of the visual-evoked potential (VEP) to repetition at varying presen-
tation rates. Terminology in the field is not always consistent, with
such VEP adaptation effects sometimes referred to as ‘habituation’
or ‘sensory gating’. Adaptation to presentation rates can be calculated
across pairs of consecutive trials by comparing VEP amplitudes

between the first and second stimulus of a pair (Adler et al., 1985).
Alternatively, comparisons can be made between VEPs elicited by
trains of stimuli presented at fixed rates, where rate is varied across
blocks of trials (Megela & Teyler, 1979).
In humans, adaptation to repetitive auditory stimulation has been

extensively studied and is now quite well characterized (Fruhstorfer
et al., 1970; Potter et al., 2006; Rosburg et al., 2010; Chang et al.,
2011; Grzeschik et al., 2013; Lanting et al., 2013). A main finding
in both auditory habituation and gating studies has been that the
shorter the period between stimulus presentations, the greater the
attenuation observed (Roth et al., 1976; Budd et al., 1998; Muller-
Gass et al., 2008; Rosburg et al., 2010; Pereira et al., 2014).
Although the mechanisms behind auditory adaptation are not fully
understood, several studies implicate local mechanisms such as neu-
ronal refractoriness and presynaptic calcium influx, particularly in
paired-presentation designs. Also implicated are top-down mecha-
nisms related to expectancy, sensory memory and novelty detection,
particularly when more than two stimuli are used, such as in a
block design. These plasticity mechanisms are thought to involve
N-methyl-D-aspartate (NMDA)-mediated glutamate transmission,
c-aminobutyric acid (GABA)-ergic inhibition and changes in the
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ongoing oscillatory activity of the brain (e.g. in the gamma band fre-
quency; Zucker, 1989; Chung et al., 2002; Friston, 2005; Grill-
Spector et al., 2006; Brockhaus-Dumke et al., 2008; Orekhova
et al., 2008; Carl�en et al., 2012). In contrast, studies of adaptation
to visual stimulation are relatively sparse and have yielded inconsis-
tent and even contradictory findings.
Here, we set out to comprehensively map adaptation functions of

the visual system in healthy adults using high-density electrical
mapping techniques. Most of the previous literature has been limited
to low-density montages, and there has been a strong tendency to
focus on amplitude changes at discrete VEP components, providing
a somewhat static view of what is undoubtedly a dynamic ongoing
process. This, along with a bias towards paired-presentation para-
digms and a lack of studies examining VEP adaptation to simple
presentation rate manipulations, has provided an incomplete picture
of visual adaptation processes.
In the auditory and somatosensory systems, the amplitude of the

neural response dramatically attenuates following repeated rapid
paired-stimulation (McLaughlin & Kelly, 1993; Hetrick et al., 1996;
Arnfred et al., 2001; Braff et al., 2007), although it should be noted
that the auditory-evoked potential (AEP) can also increase in
response to the second stimulus in a pair when very short inter-stim-
ulus intervals (ISIs) are employed (Loveless et al., 1989, 1996). In
vision, findings are considerably less clear-cut. For example, there
are reports of strong adaptation to paired-stimuli using monocular
stimulation (Wastell & Kleinman, 1980b), while others report weak-
ened adaptation to binocularly presented paired-stimuli as compared
with other sensory modalities (Davis et al., 1972), and yet others
report adaptation effects to paired-stimuli that are specific to right
lateral occipital scalp-sites (Gjini et al., 2008). On the other hand,
there are also reports of adaptation effects over bilateral occipital
scalp to non-identical, spatially segregated stimuli (Gawne et al.,
2011). Given the differences in the experimental paradigms used to
assess visual adaptation to paired-stimuli, it is difficult to form a
coherent picture of which effects are consistent, and what variables
are driving these effects.
In block-stimulation designs, the picture is equally confusing. For

example, Wastell & Kleinman (1980a,b) conducted a pair of studies
that highlight the effects of both paradigm and presentation rate on
VEP adaptation. In varying the amount of time between stimulus
presentations within a train of 10 trials, they showed significantly
more adaptation (i.e. VEP attenuation) in ‘fast’ conditions (500 and
1000 ms ISIs) compared with ‘slow’ conditions (2000 and 3000 ms
ISIs; Wastell & Kleinman, 1980a). In the second of their studies, a
paired-presentation design with monocular stimulation was
employed, and attenuation was observed in ipsilaterally and contra-
laterally elicited VEPs with an ISI of 1000 ms (Wastell & Klein-
man, 1980b). Still other studies failed to show any rapid adaptation
effects in the visual domain in healthy controls or in patients with
chronic schizophrenia when employing a paired-presentation para-
digm (Adler et al., 1985).
Clearly, much remains to be done to adequately characterize the

adaptation properties of the human visual system. There is an
added imperative to map visual adaptation properties, as visual pro-
cessing and sensory adaptation deficits may serve as strong candi-
date endophenotypes for various psychiatric disorders. In
schizophrenia, for instance, the P1 component of the VEP is atten-
uated in first-episode drug-naive patients, chronic patients, and their
first-degree unaffected relative (Foxe et al., 2001; Yeap et al.,
2006, 2008a,b). Furthermore, patients with schizophrenia consis-
tently display altered auditory adaptation (Adler et al., 1985; Potter
et al., 2006; Braff et al., 2007; Patterson et al., 2008), but visual

adaptation functions have yet to be closely interrogated in this pop-
ulation. Evidence is also emerging for visual-sensory processing
abnormalities in individuals with an autism spectrum disorder (Frey
et al., 2013). We believe that under adequately taxing conditions, a
second-order measure of ‘dynamic’ early visual processing may
offer a unique window into specific, observable short-term plastic-
ity and sensory processing, with implications for characterizing
psychiatric and neurodevelopmental disorders. However, before
addressing deficits in a clinical population, the spatial and temporal
profile of visual adaptation in the healthy visual system must be
fully elucidated. Questions remain as to how quickly the VEP
attenuates, which regions of the visual cortex show the greatest
adaptation effects, when during the temporal evolution of the sen-
sory processing period adaptation effects emerge, how different
paradigms affect adaptation, how adaptation is affected by presenta-
tion rate, and how detectible all these changes are to non-invasive
measuring techniques.
We examined these questions here in a pair of related experi-

ments. Experiment 1 involved presenting pairs of stimuli with vary-
ing ISIs and comparing the amplitude of the VEP to the second
stimulus with that of the first (paired-presentation) as a function of
ISI. Experiment 2 involved presenting stimuli at a constant ISI in
blocks of 100 stimuli, and then comparing the VEP amplitude
across blocks for different ISIs (block-presentation). The major goals
of this study were the following: (1) to assess whether visual adapta-
tion can be assayed employing parameters similar to those used in
somatosensory and auditory studies, as measured by the paired-pre-
sentation paradigm (Experiment 1); (2) whether further taxation of
the system in the block-presentation paradigm (Experiment 2) results
in a differing adaption profile; (3) whether studying second-order
‘dynamic’ characteristics of the brain, such as VEP adaptation
changes elicited by different stimulus presentation rates and across
various scalp-sites, would offer additional understanding of sensory
processing in the visual system (Experiments 1 and 2); (4) whether
adaptation functions are robust enough to be statistically identified
at the individual participant level; and (5) to employ inverse source-
localization techniques to estimate the major cortical generators of
adaptation effects.

Materials and methods

Participants

Eleven healthy adults (four males, mean age = 26 years, SD = 3.6)
completed Experiment 1. Fifteen healthy adults completed Experi-
ment 2 (eight males, mean age = 26 years, SD = 4.4). Of the 15
participants in Experiment 2, three also completed Experiment 1.
All had normal or corrected-to-normal vision. The experimental pro-
cedures were approved by the Institutional Review Board at Albert
Einstein College of Medicine and conformed to the tenets of the
Declaration of Helsinki. All participants provided written informed
consent and received a modest fee.

Stimuli

Stimuli were 100% contrast black and white checkerboard annuli
(6.5 cm diameter, 1 cm width, 4 � 9 4 �, white luminance of
120 cd/m2, black luminance of 0.2 cd/m2) centered against a gray
(luminance = 25 cd/m2) background. A fixation cross was always
present on the screen, including during checkerboard presentation.
The fixation cross changed color every 20–40 s. Checkerboards
were presented for 33 ms and at different ISIs.
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Procedure

Participants sat in a darkened sound-attenuated electrically shielded
double-walled booth (Industrial Acoustics Company, Bronx, NY,
USA), 90 cm from a 34 9 55 cm LCD computer screen (ViewSon-
ic VP2655wb, 60 Hz refresh rate). They were instructed to minimize
head movements and blinking while fixating on a red cross at the
center of the screen. They performed a change detection task to
ensure fixation in which they were asked to respond to fixation cross
color changes (from red to green, lasting 40 ms) with a mouse but-
ton press using the index finger of their dominant hand. The presen-
tation of checkerboard stimuli was temporally unrelated to this
central fixation task.

Paradigms

Experiment 1: paired-presentation

Participants were presented with the checkerboard stimuli in pairs
(first stimulus in pair = S1, second stimulus in pair = S2) with an
ISI of either 200 ms or 300 ms. There was a 2500 ms interval
between the paired-presentations. A non-paired stimulus (i.e. a
‘catch’ trial) was randomly presented one-third of the time during a
semi-random time point (> 2500 ms) in the inter-pair interval. Sub-
jects were exposed to approximately 300 presentations of each con-

dition (pair with 200 ms ISI, pair with 300 ms ISI, and catch). The
total run time for this experiment ranged from 45 to 60 min.

Experiment 2: block-presentation

Checkerboards were presented in blocks of 100 stimuli. Within each
block, the stimuli were centered at an ISI, around which the actual pre-
sentations were jittered by � 50 ms. Five different ISIs were used:
200 ms, 300 ms, 550 ms, 1050 ms and 2550 ms. For example, the
following sequence of ISIs might be typical of a segment of trials in
the 300 ms ISI condition: 272–267–304–320–336–300–288, etc. The
between-block interval was self-paced, with participants allowed to
move to the next block by pressing the spacebar on a keyboard 2500–
5000 ms after the last stimulus of the preceding block. Block-presen-
tation was pseudorandom. In total, participants experienced four
blocks of each of the four shorter ISIs (200 ms, 300 ms, 550 ms,
1050 ms) and two blocks of the longest ISI (2550 ms). The total run
time for the experiment ranged from 35 to 45 min (for a schematic
time course representation of Experiments 1 and 2, see Fig. 1).

Data acquisition

Continuous electroencephalographic (EEG) data were recorded in
both experiments using a Biosemi ActiveTwo 168-channel electrode

Fig. 1. Schematic diagram illustrating the two paradigms. (A) Depiction of the paired-presentation paradigm used in Experiment 1. Stimuli were presented in
pairs with an inter-stimulus interval (ISI) of either 200 ms or 300 ms and a long inter-pair interval of 2500 ms. Catch trials, consisting of unpaired checker-
boards, were presented one-third of the time and were used to extract the isolated response to the second stimulus in a pair. (B) Depiction of the block-presenta-
tion paradigm used in Experiment 2. Stimuli were presented in blocks of 100 trials, at an ISI centered around ISIs of 200, 300, 550, 1050 or 2550 ms. The
stimulus presentation was jittered by � 50 ms to allow for the implementation of an ADJAR procedure that models and removes response overlap (used in the
200 ms condition).

© 2015 Federation of European Neuroscience Societies and John Wiley & Sons Ltd
European Journal of Neuroscience, 1–15

Spatio-temporal dynamics of visual adaptation 3



array, analog-to-digital converter, and fiber-optic pass-through to a
dedicated data acquisition computer. The data were recorded at
512 Hz with a pass-band from DC to 150 Hz. The continuous EEG
was subsequently low-pass filtered at 45 Hz (fourth order-zero phase
Butterworth filter, 27 dB/octave) and high-pass filtered at 1 Hz
(fourth order-zero phase Butterworth filter, 24 dB/octave). Epochs
of 600 ms with 100 ms prestimulus baseline were extracted from
the continuous data. An automatic artifact rejection criterion of
� 75 lV was applied across all electrodes in the array. Trials with
more than six artifact channels were rejected. In trials with less than
six such channels, any remaining bad channels were interpolated
using the nearest neighbor spline (Perrin et al., 1987; Butler et al.,
2011). The data were re-referenced to the average of all channels.

Pre-processing

Experiment 1: catch trial transformation

For the paired-presentation experiment (Experiment 1), waveforms
for the S2 VEP were derived to isolate the responses to the S2 from
the continued activity related to the S1, due to the short ISIs used.
These waveforms were derived by subtracting the ‘catch’ from the
composite S1–S2 VEP and then shifting the isolated S2 response
back in time by the appropriate delay (see Fig. S1 for an illustration
of the catch trial transformation). The subtraction allowed for the
examination of the ‘pure’ VEP response to the second stimulus in a
pair without any interference from ongoing activity related to the
first stimulus. There was an average acceptance rate of 74% of trials
per condition for this experiment.

Experiment 2: adjacent response (ADJAR) algorithm

As the timing between the stimuli of the shortest ISI was between
150 and 250 ms, we implemented the ADJAR algorithm on our
subject-level data to model and remove any response overlap (Wold-
orff, 1993; Fiebelkorn et al., 2013). ADJAR correction was only
applied to the 200 ms ISI condition (see Fig. S2 for a depiction of
data from the 200 ms ISI condition before and after the ADJAR pro-
cedure). There was an average acceptance rate of 82% of trials per
condition for this experiment.

Analysis strategy

Identifying scalp-sites of interest and time-windows for primary
analysis

For each experiment, the data from all participants from each elec-
trode were collapsed into a single averaged waveform. These group-
averaged waveforms were visually inspected across all scalp-sites,
and the familiar components of the VEP were identified (Foxe &
Simpson, 2002). This allowed for definition of the precise timing of
a given component and delineation of the scalp-sites at which each
component was of maximal amplitude. Evoked responses to these
simple visual stimuli showed the typical sequence of VEP compo-
nents (P1, N1, P2) over occipital sites. Following this procedure,
three time-windows were identified for analysis corresponding to
peak components over central-occipital (Oz), left occipital (PO7
and O1) and right occipital (O2 and PO8) sites: 90–110 ms,
130–150 ms and 160–180 ms.
Although the use of broadly defined component peaks is a good

means of limiting the number of statistical tests that will be con-
ducted, these components clearly represent the activity of many
simultaneously active brain generators at any given moment (Foxe

& Simpson, 2002). In order to provide a more complete picture of
the mechanisms underlying visual adaptation, we also present the
scalp topographic maps for the time period in which significant
adaptation is observed and conduct a source modeling analysis (dis-
cussed below).

Primary analysis

Statistical analyses were performed using custom MATLAB scripts
(Mathworks), the Fieldtrip toolbox for EEG analysis (Oostenveld
et al., 2011), EEGLAB (Delorme & Makeig, 2004) and the SPSS

software package (SPSS). For the paired experiment (Experiment 1),
a repeated-measures analysis of variance (ANOVA) with factors of
stimulus order (S1, S2), ISI (200 ms, 300 ms) and scalp-site (PO7,
O1, Oz, O2, PO8) was performed for each of the time periods of
interest (2 9 2 9 5 ANOVA). For the block experiment (Experiment
2), a repeated-measures ANOVA with factors of ISI (200 ms, 300 ms,
550 ms, 1050 ms, 2550 ms) and scalp-site (occipital/parieto-occipi-
tal sites: PO7, O1, Oz, O2, PO8) was performed for each of the
time periods of interest (5 9 5 ANOVA). Significant effects were then
examined using protected post hoc contrasts. The Greenhouse–Geis-
ser correction was used to adjust F-values and probabilities when
sphericity was violated; the original degrees of freedom are pre-
sented for each analysis.

Source-localization

In order to examine the brain generators for representative short and
long ISI conditions, the data from Experiment 2, which provided
greater discrepancy between ISIs, was modeled using the Local Auto
Regressive Average inverse solution (LAURA; Gonzalez Andino
et al., 2001; Grave de Peralta Menendez et al., 2001), as imple-
mented in the CARTOOL software by Denis Brunet (brainmapping.uni-
ge.ch/cartool). The linear-distributed inverse solution is based on a
realistic head model with 4024 solutions points equally distributed
within the gray matter of the Montreal Neurological Institute’s aver-
age brain. The LAURA method deals with multiple simultaneously
active sources of a priori unknown location, and makes no assump-
tions regarding the number or location of active sources. It selects
the source configuration that best mimics the biophysical behavior
of the electrical field and produces a unique estimation of the cur-
rent source density inside the brain. That is, the estimated activity at
one point depends on the activity at neighboring points as described
by electromagnetic laws (Grave de Peralta-Menendez & Gonzalez-
Andino, 1998). Mean scalp topographies of the main periods of
interest were down-sampled from the 168-channel montage to a
111-channel montage by means of a 3D-spline interpolation (Perrin
et al., 1987; Lopez et al., 2011).
Source reconstruction was performed at two levels. First, we

applied LAURA to VEP maps for the 300 ms and 2550 ms ISI con-
ditions. Because there were minimal differences in the scalp topog-
raphy for the 200 ms, 300 ms, 550 ms ISIs (Fig. 5), the 300 ms
ISIs served as a representative for the ‘shorter’ ISIs. Additionally,
the scalp topographies for the 1050 ms and 2550 ms ISIs were also
very similar, and so the 2550 ms ISI served as a representative for
the ‘longer’ ISIs. With this, we were able to visualize the brain gen-
erators for the signals recorded under these two different presenta-
tions.
Second, we performed statistical analyses in the source space

to test for regions sensitive to adaptation effects (i.e. regions
distinguishing between ‘fast’ and ‘slow’ presentation rates). These
theoretically play a role in modulating the differences observed in
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the VEPs across ISIs. To do so, we determined for each participant
and each condition (300 ms ISI and 2550 ms ISI) at the three
time periods of interest, the mean corresponding VEP map. The
inverse solution was applied to each individual VEP map. The
inverse solutions for the representative short and long ISIs were
compared statistically (paired randomization tests), with subjects as
a repeated measure. To correct for multiple comparisons we
applied a Bonferroni correction (a/number of electrodes, 0.05/
160 = 0.0003125), which decreases the chances of Type I errors
(Grave de Peralta Menendez et al., 2001).

Individual participant level analysis

In Experiment 2, in order to investigate the robustness of adaptation
and the minimum number of sweeps required for statistical signifi-
cance at the individual participant level, we conducted a non-para-
metric randomization procedure (Maris & Oostenveld, 2007). For
each participant we compared the amplitude recorded under the
2500 ms ISI condition against each of the other ISI conditions (200,
300, 550, 1050 ms) at the midline (Oz) and lateral (O1 & O2) occi-
pital site for each of the time periods of interest (90–110, 130–150,
160–180 ms). These scalp-sites were chosen for analysis as they
demonstrated the largest activation and strongest modulation in the
group-level statistics.
The observed difference between the 2550 ms ISI and the test ISI

was compared with a reference distribution of differences that was
derived by iteratively randomizing between the two original data
sets (i.e. individual-subject VEP amplitudes for the 2550 ms and test
ISI) 10 000 times. The number of epochs selected for the bootstrap-
ping process was a subset of the total, which increased in steps of
10 from 30 epochs until statistical significance or the maximum
number of sweeps was reached (Nolan et al., 2012). A one-tailed
threshold of P < 0.05 was used to define significance. The P-value
for a randomization test was calculated from the proportion of val-
ues in the reference difference distribution that exceeded the
observed difference (Fiebelkorn et al., 2011).

Results

The checkerboard annulus evoked a VEP that exhibited a different
morphology based on scalp-site. Amplitudes were greatest over cen-
tral occipital scalp. At the midline site (Oz) the first major VEP
component had a peak at approximately 110 ms (negative-going)
and the next major component peaked at approximately 180 ms
(positive-going). At the most proximal lateral sites (O1 and O2), the
first major VEP component had a peak approximately 150 ms (neg-
ative-going) and the next major component peaked at about 250 ms
(positive-going). At the more distal lateral sites (PO7 and PO8), the
first major component had a peak at approximately 100 ms (posi-
tive-going) and the next major component peaked at approximately
160 ms.

Experiment 1: paired-presentation

Figure 2 shows the group-averaged VEP waveforms for the 200 ms
(red) and 300 ms (blue) ISIs, with the three time periods of interest
highlighted by the opaque vertical gray boxes. These waveforms
contain both the VEP elicited by the first stimulus in a pair (S1) as
well as the VEP to the second stimulus (S2) in the pair. The figure
also displays the VEP waveform elicited by the ‘catch’ trials (black).
This response should be entirely equivalent to the one evoked by
the S1 stimulus. Also shown are the ‘derived’ waveforms for the S2
VEP, which isolate the responses to the S2 from the continued
activity related to the S1. These waveforms were derived by sub-
tracting the ‘catch’ from the composite S1–S2 VEP and then shift-
ing the isolated S2 response back in time by the appropriate delay
(red-dashed for the 200 ms and blue-dashed for the 300 ms ISI).
These waveforms are shown for the five scalp-sites of interest (PO7,
O1, Oz, O2, PO8) over occipital and parieto-occipital scalp regions
(see Fig. S3A for an alternate depiction of these tuning parameters).
Contrary to what was expected, S2 response amplitudes appear
greater than those to the S1, and this is most prominent over midline
and right occipital scalp.

200 S1
300 S1
200 S2
300 S2
Catch

Paired presentation

Time (ms)

PO7

O1

Oz

O2

PO8

0 100 200 300

0 100 200 300

0 100 200 300

0 100 200 300

0 100 200 300 400

400

400

400

400

–5 µV

+5 µV

–5 µV

–5 µV

–5 µV

–5 µV
+5 µV

+5 µV

+5 µV

+5 µV

Fig. 2. Waveforms obtained from subtracting the catch trials from the 200 ms and 300 ms trials. The catch serves as the pure response to a single stimulus
presentation (S1), and the trial waveform minus the catch represents the ‘isolated’ response to the second stimulus (S2). At 140 ms there is an effect of order,
with VEPs to the S2 being greater than to the S1. At 170 ms, the effect reverses, with VEPs to the S2 being smaller (less positive) than to the S1. However,
neither of these effects depends on ISI.
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VEP amplitudes

Results from the three main ANOVAs performed to examine the
effect of ISI, stimulus order, scalp-site and any interactions at
each of the time periods of interest are presented in Table 1. In
summary, the primary observation is a significant effect of order,
with S2 VEP amplitudes larger than S1. This effect is primarily
seen at lateral occipital sites for the two later time periods. This
analysis captures the major negative-going peak in the VEP at
these sites, spanning from 130 to 180 ms. At the midline site
(Oz), this enhancement effect is seen during the first time-window
of analysis, which at this site captures the peak of the major
negative-going component (approximately 100 ms). The effect
then reverses during the last time-window of analysis, with S2
amplitudes attenuated compared with S1. Here the analysis cap-
tures the peak of a major positive-going component in the VEP
at 180 ms.

Scalp topographies

Scalp topographic maps representing interpolated potential distribu-
tions of the grand mean are shown for the catch trial, the 200 ms
ISI and the 300 ms ISI conditions (columns), and the three periods
of interest (rows) in Fig. 3. The first row of topographical distribu-
tions for the 90–110 ms period shows a strong central occipital dis-
tribution that is similar for both ISIs. The second row of
topographical distributions for the 130–150 ms period shows evi-
dence for a somewhat more bilateral occipital distribution, with
greater amplitude evident over the right occipital scalp, and this
activity shows clearly greater negativity for the S2 stimuli. The third
row of topographical distributions for the 160–180 ms time period
of interest shows a positive central occipital distribution with an evi-
dent decrease in amplitude to the S2 stimuli. Further, these maps
show indistinguishable topographic distributions for the S1 and
catch trials, providing further evidence that they are a representation
of the same process.

Experiment 2: block-presentation

Figure 4A shows the group-averaged VEP waveforms for the five
ISIs at the five targeted scalp-sites over occipital and parieto-occipi-
tal areas with the three time periods of interest highlighted by the
vertical gray boxes. Figure 5B is a more focused representation of
the effects of ISI on VEP at each scalp-site during the three time
periods of interest. Together, these figures illustrate clear adaptation
effects that vary as a function of ISI, scalp-site and time period of
analysis. The most prominent effect is seen in the influence of ISI
on the first major negative-going response, with a more negative-
going response for longer ISI conditions. However, the midline
occipital site also shows a second phase of adaptation, where a
reversal of this effect is seen for the later major going positive com-
ponent (see Fig. S3B for an alternate depiction of these tuning
parameters, in which tuning functions are derived for each of the
five scalp-sites using the group mean and standard error amplitude
of the VEP for each ISI for the time periods of interest).

VEP amplitudes

Results from the three main ANOVAs performed to examine the effect
of ISI, scalp-site and any interactions at the three time periods of
interest (90–110 ms, 130–150 ms and 160–180 ms) are presented in
Table 2. In summary, significant adaptation effects are noted at all
sites examined, with the major finding being that VEP amplitudes
decrease with faster ISIs. This robust effect is noted during the later
time-windows, spanning 130–180 ms, for the lateral occipital sites.
At these sites (PO7, O1, PO8, O2), this time-window captures the
major negative-going component of the VEP. For the midline site
(Oz), the adaptation effect is also noted at the first negative-going
peak, which at this site occurs earlier and spans 110–140 ms. The
effect at Oz then reverses during the last time-window of analysis,
with VEP amplitudes increasing with faster ISIs. This time-window
captures the major positive-going component at this site, which
peaks at approximately 180 ms.

Table 1. Experiment 1 (A) Main ANOVA results summary for Experiment 1 (paired-presentation), (B) Post hoc comparisons for Experiment 1 (paired-para-
digm)

90–110 ms 130–150 ms 160–180 ms

(A) Experiment 1: paired-presentation
ISI n.s. n.s. n.s.
Order F1,10 = 17.725, P = 0.002

S2 amplitude > S1 amplitude
F1,10 = 19.859, P = 0.001 F1,10 = 13.609, P = 0.004*

Scalp-site F4,40 = 7.997, P < 0.004*
Midline amplitudes > lateral
amplitudes

F4,40 = 2.692, P = 0.045 F4,40 = 4.554, P = 0.015*

ISI 9 order n.s. n.s. n.s.
ISI 9 scalp-site n.s. n.s. n.s.
Order 9 scalp-site n.s. F4,40 = 4.071, P = 0.007

S2 amplitude > S1 amplitude, greatest
differences at midline, lessens more laterally

F4,40 = 5.038, P = 0.002
S1 amplitude > S2 amplitude but only at
midline, all other lateral sites S2 > S1

ISI 9 order 9 scalp-site n.s. n.s. n.s.

Time scalp-site PO7 O1 Oz O2 PO8

(B) Post hoc t-tests
90–110 ms n.s. t21 = 3.755, P = 0.001 t21 = 4.665, P < 0.001 n.s. t21 = 3.879, P = 0.001
130–150 ms n.s. t21 = 2.957, P = 0.008 t21 = 8.525, P < 0.001 t21 = 4.479, P < 0.001 t21 = 4.004, P = 0.001
160–180 ms n.s. t21 = 3.828, P = 0.001 t21 = 7.294, P < 0.001 t21 = 3.862, P = 0.001 t21 = 2.959, P = 0.007

ISI, inter-stimulus interval.
Italics indicate a significant effect of ISI at that scalp-site.
Refer to Table 1A for interpreting the directionality of these effects.
*Indicates a Greenhouse-Geisser correction was applied.
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Scalp topographies

Scalp topographic maps representing interpolated potential distribu-
tions are shown of the group mean for all ISI conditions (columns)
during the three time periods of interest (rows) in Fig. 5, right. The
first row of topographical distributions for the 90–110 ms time per-
iod shows a stronger focal midline occipital distribution, which is
similar for all ISIs in this time-window. The second row of topo-
graphical distributions for the 130–150 ms time period shows a pro-
gression of topographies with respect to the ISI, from a positive
central occipital distribution for the shortest ISIs of 200 ms to a
negative bilateral occipital distribution for the longer ISIs of
1050 ms and 2550 ms. The third row of topographical distributions
for the 160–180 ms time period of interest shows a progression of
topographies from a positive central occipital distribution for the
shortest ISI (200 ms) to a negative bilateral occipital distribution for
the longest ISI (2550 ms).

Difference topographies were also computed by comparing the
interpolated potential distributions for the 2550 ms ISI condition
against each of the other conditions (200 ms, 300 ms, 550 ms and
1050 ms ISIs) for the later time periods, which showed a significant
effect of ISI on VEP amplitude (Fig. 5, left). The difference scalp
topographic maps for the 90–110 ms timeframe (top row) show an
emerging central negativity focus, with the strongest difference signal
seen when comparing the two most discrepant ISIs (2550 vs. 200 ms),
as can be seen here though differences in this time-window are weaker
and also highly similar across ISIs. During the 130–150 ms timeframe
(second row), difference maps reveal a strong central-occipital nega-
tivity that is similar across the comparisons between the 2550 ms
ISI vs. the 200 ms, 300 ms and 550 ms ISI, but weaker between
the most similar ISIs (1050 ms vs. 2550 ms), confirming a simi-
lar activation profile for the three shorter ISIs, but a difference
between short and long ISIs. The 160–180 ms timeframe (bottom
row) revealed a similar strong central-occipital negativity for each
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Fig. 3. Scalp topographic maps for the paired-paradigm reveal a difference between the first and second stimulus presentations and between the second and the
catch for both inter-stimulus intervals (ISIs). Additionally there is a clear difference in topography when comparing the response at 100 ms and 140 ms (strong
negativity) with the response at 170 ms (strong positivity).

Table 2. Experiment 2 (A) Main ANOVA results summary for Experiment 2 (block-presentation), (B) Post hoc comparisons for Experiment 2 (block-paradigm)

90–110 ms 130–150 ms 160–180 ms

(A) Experiment 2: block-presentation
ISI n.s. F4,56 = 15.561, P < 0.001* F4,56 = 24.573, P < 0.0001*
Scalp-site F4,56 = 15.956, P < 0.001* F4,56 = 6.335, P = 0.003* F4,56 = 12.114, P < 0.0001*
ISI 9 scalp-site F16,224 = 3.400, P = 0.005*

Adaptation at midline and O1:
faster ISIs = smaller VEPs

F16,224 = 7.175, P < 0.001*
Adaptation strongest at midline,
but seen everywhere: faster
ISIs = smaller VEPs

F16,224 = 6.817, P < 0.0001*
Midline: slower ISIs = smaller
VEPs
All other lateral sites, faster
ISIs = smaller VEPs

Time scalp-site PO7 O1 Oz O2 PO8

(B) Repeated-measures post hoc ANOVA

90–110 ms n.s. F4,56 = 4.209, P = 0.024* F4,56 = 4.957, P = 0.014* n.s. n.s.
130–150 ms F4,56 = 6.083,

P = 0.007*
F4,56 = 15.447,
P < 0.001*

F4,56 = 20.017,
P < 0.001*

F4,56 = 14.095,
P < 0.001*

F4,56 = 4.656,
P = 0.017*

160–180 ms F4,56 = 8.906,
P = 0.002*

F4,56 = 21.102,
P < 0.001*

F4,56 = 30.012,
P < 0.001*

F4,56 = 25.302,
P < 0.001*

F4,56 = 10.062,
P < 0.001*

ISI, inter-stimulus interval; VEP, visual-evoked potential.
Italics indicate a significant effect of ISI at that scalp-site. Refer to Table 2A for interpreting the directionality of these effects.
*Indicates a Greenhouse-Geisser correction was applied.
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comparison, which again was weakest for the 1050 ms vs. 2550 ms
subtraction. In summary, the three shorter ISIs exhibit a response
pattern that is different from the two longest ISIs but relatively simi-
lar to each other. The 1050 ms ISI response is unique as compared
with the shorter ISIs, and is most similar to the 2550 ms condition,
but still distinct. More modest differences in frontal activation are
also noted in the topographic maps across time and ISI.

Source-localization

A source-localization model was applied to better understand the
generators of the adaptation effects seen in this experiment for the
time period during which there was sufficient signal strength in the
waveforms and difference topographies (Fig. 6A). In the 90–110 ms
interval (top row), the main brain generators were localized bilater-
ally to regions in and surrounding the occipital pole, pointing to stri-
ate and extrastriate generators in this timeframe for both the 300 ms
and 2550 ms conditions. These sources encompassed parts of Brod-
mann area 17 (primary visual cortex), area 18 (parastriate visual
association areas) and area 19 (extrastriate visual association areas).

In the 130–150 ms interval (middle row), brain activation extended
into extrastriate areas (relative to the 90–110 ms period), and
included both dorsal and ventral visual regions (Brodmann 18 and
19). Additionally, the 2550 ms ISI condition contained generators
located more dorsal/superior in comparison to the 350 ms ISI
sources for this time period, but still including strong inferior occipi-
tal cortex activation. Additionally, there was minor activation of the
middle temporal gyrus (including association areas in Brodmann 21
involved in object form and motion processing and temporal recog-
nition) in the 2550 ms condition in this time period.
In the 160–180 ms time-window (bottom row), the main genera-

tors for both conditions localized to more inferior occipital regions
as compared with the previous time period. In the 300 ms condition,
sources were over Brodmann area 18 along with some activation
over Brodmann area 7, which is part of the parietal cortex and
involved in visuo-motor coordination. In the 2550 ms condition,
there was inferior lateral activation involving the lingual gyrus and
Brodmann area 19.
Randomization tests conducted to compare the signal sources

identified above revealed significant differences between the two
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Fig. 4. (A) Average waveforms for each of the five ISI conditions (Experiment 2) are displayed for the five occipital and occipito-parietal scalp-sites of inter-
est. A clear effect of ISI on VEP amplitude can be seen between 100 ms and 200 ms, with slower stimulus presentation rates leading to greater absolute VEP
amplitude. (B) Amplitude by ISI plots. The effect of ISI on VEP amplitude at each scalp-site for the three time periods of interest. The greatest adaptation based
on ISI is seen in the later time-windows (130–150 ms and 160–180 ms) and is most robust at the central occipital site. Additionally, the directionality of adap-
tation by ISI at the central site (Oz) is exclusively reversed in the last time period of interest, with the slowest ISI here eliciting the smallest VEP amplitudes.
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conditions for all three time periods, as can be seen in Fig. 6B. In
the 90–110 ms time-window, the differences were localized to the
occipital lobule, superior parietal lobule, lingual gyrus and medial
frontal gyrus. Differences in the 130–150 ms time-window were
most pronounced, spanning the middle temporal gyrus of the tempo-
ral lobe, the postcentral gyrus in the parietal lobe and the superior
frontal gyrus encompassing Brodmann area 8, which is involved
in motor planning and encompasses the frontal eye fields. The
160–180 ms time-window revealed the fewest significantly different

sources across the two conditions. These were localized to frontal
areas, including the middle frontal gyrus (Brodmann area 9) and the
superior frontal gyrus.

Individual participant level analyses

We sought to establish how robust these measures of adaptation
were and to assess whether significant adaptation functions could be
observed consistently at the individual participant level, as a major
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aim here is to develop this measure as a potential biomarker of dis-
ease. If it is to serve as such, it will be imperative that it is robust at
the individual level. Individual participant randomization analysis
was conducted comparing the longest ISI (2550 ms) with each of
the other ISIs (200 ms, 300 ms 550 ms, 1050 ms) at the three time
periods of interest at the central occipital electrode site (Oz) and two
lateral sites (O1 and O2). Table 3 shows the number of participants
exhibiting significant adaptation effects along with the average and
standard deviation of the number of sweeps required for this effect,
as a function of ISI. Overall, participants showed significant differ-
ences in amplitude between the most discrepant ISIs (i.e. 200 ms,
300 ms and 550 ms vs. 2550 ms). For the middle time period of
interest (130–150 ms), all participants showed significant differences
between the shortest (200 ms ISI) and the longest (2550 ms ISI) at
the central occipital site. The 160–180 ms time period contained the
most stable effects across scalp-sites and ISIs. During this period, at
least 14 of the 15 participants showed significant VEP amplitude
differences for all of the ISI comparisons at Oz, all participants
showed significant VEP differences for the two shorter ISIs (200 ms
and 300 ms) against the 2550 ms ISI at Oz and O2, and 13 out of
15 at O1. The individual participant analysis results are in line with
the group statistics, with the largest difference occurring at the later
time periods.
Representative individual waveforms for three participants are

depicted in Fig. 7. VEPs to a ‘fast’ ISI condition (300 ms) and
‘slow’ ISI condition (2550 ms) are plotted for the central occipital
site and the two lateral sites. Amplitude values along these wave-
forms were taken for each individual subject to conduct the analysis
described above. Here it can be seen that even at the individual
level modulations based on presentation rate are evident. The dashed
line in this figure represents the difference in amplitude between
these two conditions (fast vs. slow) and can be interpreted as an
index of adaptation.

Discussion

High-density VEPs were recorded in a pair of experiments to exam-
ine visual adaptation in healthy human adults as a function of pre-
sentation rate and of using a block- vs. a paired-presentation
approach. In Experiment 1, stimuli were presented in pairs with rela-
tively fast ISIs of 200 ms or 300 ms. In Experiment 2, stimuli were
presented in much longer blocks (100 stimuli/block), while ISI was
parametrically manipulated across blocks (ISIs of 200 ms, 300 ms,
550 ms, 1050 ms and 2550 ms, respectively). The data revealed
clear evidence for adaptation during block-presentations, with dra-
matic and consistent modulation of VEP amplitude as a function of
presentation rate. In contrast, the paired-stimulation approach
resulted in more modest VEP amplitude changes and, despite the
fact that similarly fast ISIs were employed as in the blocked experi-
ment, there was no clear attenuation effect of the major VEP com-
ponents across scalp-sites. In fact, the effects reported for
Experiment 1 were opposite to what are classically expected using
paired-adaptation paradigms, where the typical finding is a decrease
in amplitude of the evoked response to the repeated stimulus during
the earliest phases of processing. A second major goal of the current
study was to establish whether visual adaptation functions could be
reliably observed at the individual participant level. This goal was
realized, establishing a potentially powerful biomarker of visual-sen-
sory function for deployment in clinical populations. In what fol-
lows, we discuss the results of these experiments in further detail
and their implications for future work.

Experiment 1: paired-presentation paradigm

While on first consideration a lack of reduced VEP amplitude to the
S2 might seem surprising, a close examination of the paired-presenta-
tion auditory adaptation literature reveals a more nuanced picture. At

Table 3. Individual subject analysis

No. of subjects out of 15 (average minimum no. of sweeps required � SD)

2550 vs. 200 300 550 1050

(A) Central occipital site (Oz)
90–110 ms 7 (66 � 26) 8 (90 � 58) 8 (93 � 50) 3 (93.3 � 31)
130–150 ms 15 (56 � 27) 13 (57 � 33) 13 (48 � 14) 10 (60 � 28)
160–180 ms 15 (57 � 27) 15 (58 � 35) 14 (49 � 20) 14 (69 � 40)

No. of subjects out of 15 (average minimum no. of sweeps required � SD)

2550 vs. 200 300 550 1050

(B) Right lateral site (O2)
90–110 ms 8 (98 � 61) 10 (114 � 55) 12 (105 � 58) 6 (136 � 66)
130–150 ms 14 (50 � 16) 13 (50 � 14) 13 (62 � 44) 12 (76 � 30)
160–180 ms 15 (66 � 34) 15 (66 � 24) 14 (56 � 17) 11 (90 � 42)

No. of subjects out of 15 (average minimum no. of sweeps required � SD)

2550 vs. 200 300 550 1050

(C) Left lateral site (O1)
90–110 ms 9 (72 � 29) 9 (79 � 34) 9 (95 � 46) 8 (127.6 � 54)
130–150 ms 13 (65 � 41) 13 (69 � 53) 13 (53 � 19) 12 (75 � 41)
160–180 ms 13 (68 � 34) 13 (58 � 19) 13 (55 � 14) 10 (92 � 54)

Results from randomization tests comparing the VEP at the central occipital site and two lateral sites for the 2550 ms condition against all other ISIs, for the
three time periods of interest. Individual-level VEP modulation is seen in all participants in the 160–180 ms time period when comparing the most disparate
ISIs for the central site and one lateral site.
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ISIs in the range of those used here, response enhancement rather
than suppression has sometimes been observed (Budd & Michie,
1994; Loveless et al., 1996; Sable et al., 2004; Wang et al., 2008).
For instance, Loveless and colleagues demonstrated that the classic
P50 attenuation effect seen in the AEP can be reversed if ISIs
< 400 ms are employed (Loveless et al., 1989). This, however, is not
always the case, with both auditory and visual responses also show-
ing attenuation to even shorter ISIs (< 100 ms) during both early
and late stages of processing (Gawne et al., 2011). Alternatively, it is
possible that certain short ISIs (40–90 ms) fall within the refractory
period of human visual neurons, with observed attenuation occurring

as a result of a decrease in the excitability of visual cortex and multi-
ple stimuli being perceived as one (Musselwhite & Jeffreys, 1983;
Skrandies & Raile, 1989; Coch et al., 2005).
Another variable that may contribute to apparently contradictory

results for the short ISI across paradigms is whether random or block-
presentation of ISIs is employed. Here, the inter-pair interval ran-
domly varied within the same block. Wang and colleagues have
argued that S2 attenuation is seen only in blocks containing exclu-
sively pairs of the same ISI (Wang et al., 2010). Their reasoning is
that only when the timing of the second stimulus is constant is it
‘non-novel and highly predictable’(p. 2119), thereby eliciting a
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reduced neural response. Thus, if ISI for each pair is variable within a
block, S2 suppression may not be seen as timing is somewhat more
unpredictable. Such an explanation could account for the lack of
attenuation seen in Experiment 1 during the early time-windows of
analysis. The later change from S2 enhancement to S2 attenuation as
a result of processing stage reported here has also been previously
observed in other sensory modalities (Wang et al., 2008). Wang and
colleagues in a paired, random ISI design, reported enhancement of
the N1 wave and attenuation of the P2 wave for auditory and somato-
sensory stimuli when short ISIs were examined. Clearly, a greater
range of ISIs and comparison of random vs. blocked ISI rate will be
necessary to fully characterize these functions in the visual system.

Experiment 2: block-presentation paradigm

Comparable to what has been reported in the auditory and somato-
sensory literatures (H€am€al€ainen et al., 1990; Pereira et al., 2014),
event-related potential (ERP) attenuation to repetitive stimulation,
which was modulated by presentation rate, was observed. In Experi-
ment 2, VEP attenuation was modulated by ISI, with faster presenta-
tion rates leading to smaller VEP amplitudes. Source analyses
pointed to adaptation effects not only in early striate and extrastriate
visual cortical areas, but also across a widespread network of higher
order dorsal and ventral visual regions that extended into the frontal
cortex. Further, the most robust adaptation effects in the visual sys-
tem occurred some 65–100 ms after initial response onset (Foxe &
Simpson, 2002), suggesting a more complex neurophysiological pro-
file than previously assumed.
Whereas most ERP characterizations are conducted at the group

level, a central aim of the current study was to quantify the individ-
ual subject reliability of these effects with the goal of developing a
metric of visual processing that might prove useful as a biomarker.
In the block-presentation paradigm (Experiment 2) the ISI-specific
effects were measurable at both the group and individual level, most
reliably seen starting at about 130 ms (in 15 out of 15 participants),
whereas for the paired-presentation paradigm (Experiment 1) only
the group effects were significant.
Very few studies have comprehensively examined the effect of

multiple ISIs (presentation rates) on sensory adaptation in the visual
system. This is perhaps because the wide variety of presentation par-
adigms utilized in the study of adaptation has made it difficult to
elucidate a clear effect of stimulus repetition on the VEP amplitude.
Here we find that a block-paradigm such as that used in Experiment
2 is well suited for investigations of short-term visual adaptation.
Our data establish that adaptive filtering of repetitive visual stimula-
tion is reliably characterized by: (1) challenging the visual system
with increased repetition; and (2) thoroughly probing across stages
of visual processing and scalp-sites. In contrast, the short-term plas-
ticity mechanisms assayed in Experiment 2 are not adequately
engaged in the paired-paradigm (Experiment 1).
The analysis approach presented in this paper provides a compos-

ite measure of overall adaptation across an entire block (i.e. a period
of 100 stimuli) and compares this adaptation ‘between’ the various
ISIs. However, the question as to when during the 100 stimuli in a
given block the adaptation function stabilizes is one that our study
was not designed to address (i.e. ‘within’ block adaptation). Taken
together, the results from Experiments 1 and 2 suggest that certainly
more than two trials are needed for adaptation to equilibrate. Post
hoc analysis of the data from Experiment 2 indicate that it might be
possible to adequately represent adaptation with sequences much
shorter than 100 stimuli – likely in the range of 10 stimuli per train
(Fig. S4). Thus, a shorter version of the experiment run on consider-

ably greater numbers of individuals would allow for a much finer
titration of the temporal course of adaptation in trains of stimuli,
while contributing to ‘normative data’ against which clinical popula-
tions may be assessed, a matter for future work.
Lastly, source-localizations of the effects uncovered during the

block experiment provide clues as to the potential mechanisms
involved in this form of short-term sensory plasticity. It is notewor-
thy for instance that the adaptation effects uncovered here were not
restricted to early striate and extrastriate regions, as one might ini-
tially expect with such a basic sensory assay. Rather, sources well
beyond V1/V2 were differentially impacted by the varying presenta-
tion rates, including regions in both the dorsal and ventral streams,
suggesting that adaptation impacts processing in regions within both
the superior parietal cortex and the lateral occipital complex. It is
perhaps surprising that adaptation should be seen in these higher-
order regions for the simple stimuli used, especially because the
stimuli were not task-relevant and were essentially ignored by the
participants. Studies employing task-relevant stimuli, examining ori-
entation adaptation, have also found response modulation in areas
beyond V1 in both human (Fang et al., 2005; Brunet et al., 2014)
and non-human participants (Hudson et al., 2009; Wang et al.,
2011). In these, changes in neuronal synchronization, both local and
between regions, have been implicated in the main findings. Under-
standing the role and mechanisms underlying the involvement of
higher-order regions in the current adaptation paradigm is an impor-
tant matter for future work.

Future directions

It is clear that the mechanistic and molecular underpinnings of basic
adaptation are not yet fully understood. These mechanisms might
differ between sensory modalities, taking into account inherent dif-
ferences in disparate neuronal populations such as response, recov-
ery and sampling rates. Studies employing pharmacological
manipulations and measuring changes under both the paired-presen-
tation and the block-presentation paradigms along with studies using
the same paradigms across different sensory modalities may reveal
whether the adaptation profile is consistent across paradigms and
whether sensory adaptation dynamics are modality-specific.
A more complete understanding of sensory adaptation may follow

from pharmacological studies targeting neurotransmitter systems
implicated in adaptation. Studies assessing molecular mechanisms of
adaptation in the auditory system are sparse and provide varying
findings. There are reports of serotoninergic (Oranje et al., 2011),
dopaminergic (Light et al., 1999) and nicotinergic effects (Knott
et al., 2010) on auditory adaptation. In the visual system, one group
conducted an experiment in which light deprivation, which accord-
ing to the authors downregulates the GABA-ergic system, lead to
adaptation impairments (Palermo et al., 2011). These impairments
were reversed with exposure to high-frequency repeated transcranial
magnetic stimulation, which had previously been shown to reverse
light deprivation inhibitory effects.
An additional research question concerns the effects of attention

on sensory adaptation. Recent studies have attempted to examine
this interaction and, although the findings are still equivocal, there is
some evidence for attention-modulated auditory adaptation (Rosburg
et al., 2009; Gjini et al., 2011). This is of particular interest for both
the characterization of adaptation in the general population, and in
clinical groups, particularly those with documented attention deficits
(i.e. schizophrenia, autism, etc.).
A primary motivation for the current study was to examine

whether visual adaptation to varying presentation rates would be
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used to elicit a robust metric of short-term visual plasticity, one that
could ultimately be deployed as a sensitive assay of visual function
in clinical populations. Our interest was specifically whetted by the
fact that abnormal sensory adaptation functions have been repeatedly
demonstrated in patients with schizophrenia, but these have been
assayed almost exclusively using auditory stimulation (Patterson
et al., 2008; Olincy et al., 2010), although there is emerging evi-
dence for related deficits in the somatosensory system (Thoma et al.,
2007). Auditory adaptation deficits represent potentially powerful
biomarkers of schizophrenia as they are also seen in a significant
proportion of unaffected first-degree biological relatives of patients
(Olincy et al., 2010). In a series of experiments, we have shown
that visual-sensory processing deficits are particularly robust in
patients with schizophrenia (Foxe et al., 2001, 2005; Doniger et al.,
2002; Lalor et al., 2008, 2012; Yeap et al., 2008a), a finding that
has been observed across multiple labs (Mukundan, 1986; Spencer
et al., 2004; Haenschel et al., 2007). Crucially, these deficits are
also seen in first-degree relatives (Yeap et al., 2006), first-episode
drug-na€ıve patients (Yeap et al., 2008b) and in young adults with
high schizotypy (Koychev et al., 2010; Bedwell et al., 2013), point-
ing to their potential utility as risk endophenotypes (Gottesman &
Gould, 2003; Magno et al., 2008; Foxe et al., 2011).
A drawback of many of these studies, however, is that despite

between-group effect sizes that are typically large, intrinsic inter-
individual variability in the amplitude and morphology of the VEP
response reduces their effectiveness as potential classifiers. We have
made the argument that one way to surmount this issue of inter-indi-
vidual variance is to assay second-order dynamic effects of sensory
systems such as short-term plasticity, as with the visual adaptation
paradigm at hand. It is of note that dysfunctional sensory plasticity
has recently been shown in patients with schizophrenia (Cavus�
et al., 2012; Foxe et al., 2013). Of course, if any given metric of
sensory processing is ultimately to serve as a diagnostically mean-
ingful biomarker, it must be possible to assay it robustly at the indi-
vidual patient level, and it is very encouraging that this is precisely
what was found here for block-presentation paradigm. Thus, if
short-term sensory plasticity is impaired in patients with schizophre-
nia, mapping visual adaptation functions such as those detailed here
may yet prove a very powerful method of assaying said dysfunc-
tion.

Conclusions

Adaptation of brain responses to repetitive stimulation is considered a
fundamental property of sensory processing. Here we employed high-
density EEG in two variants of an adaptation design, examining the
effect of presentation rate on VEP attenuation in a paired-paradigm
and a block-paradigm. Robust VEP modulations were evident as a
function of presentation rate in the block-paradigm, with the strongest
modulations seen in the 130–150 ms and 160–180 ms phases of
visual processing. In the paired design, we observed a more modest
enhancement effect, with VEP amplitudes increasing when comparing
S2 with S1. In order to better characterize the spatial and temporal
properties of visual adaptation, we used the full set of information col-
lected from our high-density array to create scalp topographic maps
and model the neural generators of adaptation across time. These
analyses revealed sources in striate, extrastriate and higher-order (e.g.
superior temporal and lateral occipital) cortex. Importantly, in the
block-paradigm, adaptation effects were statistically robust at the indi-
vidual participant level. These results suggest that a taxing paradigm,
such as the current block-paradigm, is better suited to engage adapta-
tion mechanisms in the visual system compared with a paired design.

The increased sensitivity of the visual processing metric obtained in
the block-paradigm has implications for the examination of visual pro-
cessing deficits in clinical populations.

Supporting Information

Additional supporting information can be found in the online ver-
sion of this article:
Fig. S1. Catch trial subtraction for paired-presentation. VEP to the
single stimulus is subtracted from the convoluted waveform contain-
ing both the VEP to the S1 and S2 stimuli (presented as a pair),
resulting in the VEP elicited by the S2 alone.
Fig. S2. Adjacent response (ADJAR) algorithm for block-presenta-
tion was performed on subject-level data to model and remove any
response overlap between short ISI stimuli.
Fig. S3. (A) Adaptation functions at the occipital and occipito-parie-
tal electrode sites of interest across the three phases of processing in
the paired-presentation paradigm. This highlights the order effect,
with very little influence of ISI on adaptation for the two presenta-
tion rates examined. (B) Adaptation functions for the occipital and
occipito-parietal electrode sites of interest across the three phases of
processing in the block-presentation paradigm. These were derived
by fitting an exponential decay function to the mean VEP amplitude
across the five ISIs, for each site, at the specified time periods. This
procedure yields a plot that can describe the data using three param-
eters: two constants (maximum and minimum values for amplitudes)
and power (rate decay across ISIs).
Fig. S4. Adaptation across trials. The data matrix was progressively
split into ever-finer sequential temporal bins in order to examine
adaptation across a block of 100 stimuli. Four of these divisions are
illustrated. There are a maximum of eight trials contributed by each
individual per bin when the data are split into 24. It is evident here
that adaptation is wholly similar across all bins and that it likely
kicks in after just a handful of trials, which we simply do not have
the signal-to-noise resolution to address in greater detail.
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