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Data Type

- Categorical + Ordinal

+ Interval - Ratio

Measures of Location

Different aspects of a distribution of data can be summarised by the
measures of location:

1. The First Moment: Mean, Mode or Median;
2. The Second Moment: Variance, Standard Deviation;
3. The Third Moment: Skewness.
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Measures of Location (cont.)
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Mathematical Probability

Define some event A that can be the outcome of an experiment.
Pr(A) is the probability of a given event A will happen.
Rules:

+ Pr(A)isbetween0and1,0 < Pr(A) < 1;

+ Pr(A) = 1, means it will definitely happen:

+ Pr(A) = 0, means it will definitely not happen;
+ Pr(A) = 0.05, is arbitrarily considered unlikely.

Sample Space and Events
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The Sample Space, S, of an experiment is the universal set of all possible outcomes
for that experiment, defined so, no two outcomes can occur simultaneously. For ex-
ample:

+ Throwingadie S = {1,2,3,4,5,6};

-+ Tossingtwocoins S = {HH,TH, HT, TT}.
An event, A, is a subset of the sample space S. For example:

+ Throwingadie S = {3,4,6};

+ Tossingtwocoins S = {TH, TT}.
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Axioms of Probabilities
For an event A subset S associated a number Pr(A), the probability of A, which
must have the following properties

- Pr(AN B) = 0; Pr(A | B) = Pr(A) + Pr(B);

+  Probability of the Null Event Pr(0) = 0;

+ The probability of the complement of A, Pr(A) = 1 — Pr(A);

«- Pr(AUB) = Pr(A) + Pr(B) — Pr(AN B).

Counting Rules

1. Consider selecting r objects from a group of n distinct objects,
sampling with replacement

nxnx---xn=n"

2. Consider selecting r objects from a group of n distinct objects,
sampling without replacement. The total possible of ordered sam-
plesis

n!
(n—7)!

3. Consider selecting r objects from a group of n distinct objects,
sampling without replacement. The total possible of non-ordered
samples is

P =

!
(") =" 0, = — " Binomial Coefficient
r (n —r)lr!

4. The number of distinct arrangement of n objects of which n, are
of one kind, ny are of a second kind, ..., ny, are of a k* h kind is given
by the multinomial coefficient

n!
—————  where Ef:lni =n
nilng!-- - ng!
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Conditional Probability

The Conditional Probability Pr(A|B) denotes the probability of the
event A occurring given that the event B has occurred,

Pr(AN B)

Pr(4]B) = —p

Example: The rain in Ireland

A normal probability would be what is the probability it is going to rain, Pr(rain).
A conditional probability would, be what is the probability it is going to rain given that
you are in Ireland, Pr(rain|Ireland) ,

Pr(rain () Ireland)

Pr(rain|lreland) =
Pr(lreland)

where the probability of rain is Pr(rain) = 0.3, the probability of being in Ire-
land is Pr(lreland) = 0.4 and the probability of being in Ireland and it raining is
Pr(rain () Ireland) = 0.2,

0.2
Pr(rain|lreland) = — = 0.5,
0.4

You could be interested in the probability that you are in Ireland given that it is raining,

Pr(rain N Ireland) 0.2
Pr(lreland|rain) = ——— = — = 0.75.
Pr(rain) 0.3
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Bayes Theorem Discrete Distribution(cont.)
Bayes Theorem states Binomial Distribution

Pr(B|A)P(A)

Continuous Distribution
Normal Distribution

Pr(A|B) = The formula for the Binomial distribution is: The formula for the Normal distribution is:
Pr(B)
i) = (7 )oRam TR k=012, 1) 1 _3(=m)?
T) = e
Example: Diagnostic test BIK = np, Var(k] = npa, oy/2m
\;/hereln iszt’hsr?bt:ll;iiift‘(};irfr\;eiol;iss.the number of "wins", p is the probability of a "win", where m is the mean and o standard deviation
The probability that an individual has a rare disease is Pr(Disease) = 0.01. =4= o . . . . q
The probability that a diagnostic test results in a positive (+) test given you have A Binomial Distribution B Cumulative Binomial Distribution of the distribution, which is denoted as N([l:, 0')
the disease is Pr(+-|Disease) = 0.95. On the other hand, the probability that SHElaE 1.00- The standard normal distribution, also called the z-
the diagnostic test results in a positive (+) test given you do not have the disease is . 2 . . . . . . . q
Pr(+|NoDisease) = 0.1. This raises the important question if you are given distribution, is a special normal distribution where the
a positive diagnosis, what is the probability you have the disease Pr(Disease|+)? - - o7

mean is O and the standard deviation is 1, N'(0, 1), as

From Bayes Theorem we have:

H Sosor shown below.
. . s
Pr(Disease|+) = Pr(+|Disease) Pr(Disease) & Gaussian (Normal) Cummulative Gaussian
Pr(+) -l 028 Distribution Distribution
The probability of a positive test is, 0.4- 1.00-
00 “— 0.00-
Pr(+) = Pr(+|Disease) Pr(Disease) + Pr(+|No Disease) Pr(No Disease), LEERE NI oimfmé’amei 0 AR R R 03-= ’N\0.75-
Pr(+) = 0.1085. L B 02- Vv 050-
° 3
o

X Pr(+4|Disease) Pr(Disease) 0.95 x 0.01 . . . . a
Pr(Disease|+) = e = 01085 = 0.0875576. Geometrlc Dlstrlbutlon 01= 0.25 =

This can also be done in a simple table format, by assume a population of 10,000 T faimule far e Casmeic clisiistien it 0.0~ T r i ’ 0.00 - ! ! !

- 2 0 2 4 4 2 0 2
Group “Diagnosis___- Diagnosis Total Pr(k) = ¢*Vp k=12, .. Z-score Z -score
Disease 95 5 100
No Disease 990 8910 9,900 1 \ /
Total 1,085 8915 10,000 E[k] = —, Var[k] =

q
=
: o A Confidence Intervals
From the table we can calculate the same answer, k is the number of events until one "win’, p is the probability of a*win’, g = 1 — p

probability of a *loss".

o) = T G A Geometic Distiuton B Cumulaive Geometi Disrbuton The general formula for confidence intervals is:
= 1085 — : . . 100
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Discrete Distribution E i o] where «a is a value between O and 1, (1 — &) x 100% is
I I B the confidence level, z;_, /; is a value from the stan-
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Probability Mass Functions £ : . ' ;
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Hypothesis Testing
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Five steps for Hypothesis testings

1. State the Null Hypothesis Hy;

2. State an Alternative Hypothesis H,;

3. Calculate a Test Statistic (see below);

4. Calculate a p-value and/or set a rejection region;
5. State your conclusions.

The next step is interpretation and discussion of the result.

\.
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Continuous Data

The test statistic is given by

Z = x_a,uo ~ N(0,1),
vn
where z is the observed mean, p is the historical
mean, o is the standard deviation and n is the num-
ber of observations. N (0,1) is the normal distribu-
tion with a mean of O and a standard deviation of 1.

Do supplements make you faster?

The effect of a food supplements on the response time in rats is of interest
to a biologist. They have established that the normal response time of rats
isu = 1.2 seconds. The n = 100 rats were given a new food sup-
plements. The following summary statistics were recorded from the data
& = 1.05and o = 0.5 seconds

1 The rats in the study are the same as normalrats, Hg : p =
1.2

2. Therats are different, Hpo, : p 7 1.2.
1.05—1.2
0.5
V100
4. Rejectthe Nullhypothesis Hp if Z < —1.96and Z > 1.96

3. Calculate a Test Statistic Z = = -3

5. The data suggests that rats are faster with the new food.

\.
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Proportional Data

The test statistic is given by

L= 2P0 ~N(0,1).
Po90
n
where p is the observed proportion, pg is the histori-
cal proportion, gg is the complement go = 1 —pgp, and
n is the number of observations.

paired t-test

The test statistic is given by

\.

where z is the observed mean, g is the null mean, s
is the standard deviation and n is the number of ob-
servations. a is the alpha level and df is the degrees
of freedom.

Z — o

t=—%
)

~ ta,df
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unpaired t-test

The test statistic is given by

where s, =
dard deviation, z; and z2 are the sample means, ny
and ng are the sample sizes.

7

2 2
% is the pooled sample stan-
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+ o - standard deviation of a list of numbers z;

- o2 - variance of a list of numbers

+ Pr (A) - probability of event A

- Pr (A) - probability of not event A

- Pr (A|B) - probability of event A given event B is known
+ X'z, - the sum of a list of number z;

+ 5!-5factorialis 5 x (5 —1) x (5 —2) x (5—3) x (5—4)

- " Py - n pick k equals to ?an‘kV

- %P3 -5 pick 3 equals to (55’3)! =35 = xax

+ p - p probability of a "win"

+ g - g probability of a "loss" 1 — p

- p"-ptothepowerof nispxpx--- X p

+ 0.1%- 0.1 to the power of 4is 0.1 x 0.1 x 0.1 x 0.1 x 0.1
- E[X] - the expected value of a probability distribution
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- Var[X] - the variance of a probability distribution
+ e - is the exponential which is it equal to approximately

+ Hy - null hypothesis

+ H, - alternative hypothesis

+ p - real mean (generally never known)

+ uo - historical mean

+ po - is the historical proportion

+ T - observed mean given the data

+ p - is the observed sample proportion

+ N (u, o) -is the Gaussian distribution with mean p and stan-

- N(0, 1) -is aspecial case of Gaussian distribution known as

- df-degrees of freedom
- X5 - Chi (x)-squared (*) distribution with degrees of free-

+ x- mean of a list of numbers z;

n! - n factorialisn x (n — 1) x -+ x 1

5x4x3x2x1=120
(%) =™ Ci - n.choose k equals to Wf_LkF
(3) =° Cs - 5 choose 3 equals to grflay = 5 =

5X4X3xX2x1 __ 10
3X2X1x2X1

5! 5X4x3%x2X1 =60

2.718 it is comes up again and again in mathematics for-
mulas

dard deviation o

the Normal Distribution with mean 0 and standard deviation
1

dom df
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